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I.INTRODUCTION 

Private vehicle use is one of the biggest causes of global warming. It releases about 24 pounds of greenhouse gases into the 

atmosphere when a gallon of gasoline is consumed in an engine of a vehicle, accounting for about 20% of emissions. Most of 

these emissions more than 19 pounds are released directly from the vehicle tailpipe as heat-trapping pollutants. Whereas 

emissions during extraction, manufacturing, and delivery of fuel are fairly insignificant comparatively, they nonetheless 

contribute to the overall environmental contribution of vehicles. In this respect, data science and machine learning have useful 

capabilities of interpreting and neutralizing the environmental footprint of transportation. In this project, vehicle emissions are 

examined using advanced machine learning algorithms such as the Random Forest Classifier and the Decision Tree Classifier 

via Python programming. Using an exhaustive dataset that has important information including fuel consumption rating and CO2 

emissions per kilometer, the project presents an overall picture of the environmental performance of different models of cars. 

The models used in this project Random Forest Classifier and Decision Tree Classifier were excellent at predictive performance, 

with the Random Forest Classifier performing 100% on the training data and 99% on the test data. In the same way, the Decision 

Tree Classifier performed 100% on the training data and 98% on the test data. By integrating sophisticated machine learning 

methods with a dense data set, this work makes a contribution towards green transportation solutions, enabling consumers and 

policymakers to make sound, eco-friendly choices while deciding on a vehicle. Secondly, the CO2 Emission Rating mechanism 

proposed here is a valuable resource for measuring the greenness of various vehicles, enabling them to contribute towards carbon 

emission reduction and climate change mitigation. 

 

II.OBJECTIVE 

The main aim of this project is to compare the environmental influence of various models of vehicles, more specifically 

their fuel consumption and CO2 emissions. Through the review of these parameters, the project seeks to provide informative 

insights into the role played by various vehicles in global warming and the issue of climate change as a whole. To do this, the 

project uses machine learning algorithms, in particular the Random Forest Classifier and the Decision Tree Classifier, to build 

predictive models that can estimate car emissions from a complete dataset. The models are trained to make good predictions and 

are tested for performance so that they may achieve high accuracy on training and test datasets. A core part of this aim is the 

comparison of how effective the two models are, so that further insight can be gained into which algorithm provides the most 
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accurate outcomes. Also to be created will be a CO2 Emission Rating system that will enable both consumers and policymakers 

to compare vehicles' environmental performance in a timely and simple way. This system is a useful tool in making better 

decisions when it comes to buying cars or crafting policies that are intended to minimize transportation emissions. In the end, 

the project aims to empower people and organizations to make more sustainable, environmentally friendly choices in their 

transportation. 

 

III.PROBLEM 

The extensive application of private vehicles contributes a lot to global warming through the high amount of CO₂ emissions 

from motor vehicles. During the combustion of gasoline in motor vehicle engines, large quantities of greenhouse gases are 

emitted, causing climate change. Although there has been an improvement in fuel economy and emission reductions, consumers 

and policymakers do not have complete instruments to evaluate the environmental effects of various car models. Moreover, 

existing emission rating systems might not be accurate or easily understandable, and thus consumers cannot easily compare 

vehicles according to their environmental impact. Inaccessible and data-driven decision-making tools lead to uninformed car 

purchases, contributing to increased overall emissions and negatively affecting global sustainability initiatives. Hence, there is a 

pressing need for a sophisticated analytical method that makes use of machine learning and data science to accurately predict 

and classify vehicle emissions. Using algorithms like Random Forest and Decision Tree classifiers, this project seeks to establish 

a trustworthy CO₂ Emission Rating system. Such a system will assist consumers, producers, and policymakers in making 

environmentally sustainable decisions that ultimately result in carbon emissions reduction and curbing climate change. 

 

IV.METHODOLOGY 

To predict and analyze vehicle CO₂ emissions, this project employs machine learning algorithms in the form of the Random 

Forest Classifier and Decision Tree Classifier. The steps below describe the methodology employed: 

 

Data Collection: The data used for the analysis includes important data like fuel consumption ratings, CO₂ emissions (in grams 

per kilometer), type of vehicle, engine size, and type of fuel. Data cleaning is done through processing missing values, eliminating 

duplicate rows, and feature normalization for proper consistency. Exploratory Data Analysis or EDA is performed to view data 

distributions, correlations, and trends. 

Feature Selection and Engineering: Key characteristics influencing CO₂ emissions are chosen using domain expertise and 

statistical examination. Categorical variables (e.g., fuel type) are encoded with one hot encoding for machine learning 

compatibility. The data are divided into the training (80%) and the testing (20%) sets for effective model evaluation. 

Model Selection and Training: Two machine learning models are used: Decision Tree Classifier: A tree-based model that learns 

basic decision rules from the data. Random Forest Classifier: An ensemble learning algorithm that constructs multiple decision 

trees and aggregates their predictions for better accuracy and reliability. The models are trained on the data, and hyper parameter 

tuning is done using Grid Search to maximize performance. 

Model Evaluation: The performance of the models is tested with metrics including: Accuracy: Quantifies the accuracy of 

prediction of vehicle emissions. Precision, Recall, and F1-score: Give a view of the quality of classification. Confusion Matrix: 

Evaluates false negatives and false positives. The Random Forest Classifier produced 100% accuracy on the training set and 99% 

on the test set, while the Decision Tree Classifier recorded 100% training accuracy and 98% test accuracy. 

Deployment and Application: A CO₂ Emission Rating System is created from model predictions that enable consumers and 

policymakers to compare vehicles' environmental impact. The system is deployable as a web application or embeddable in 

automotive databases for public access. 

Conclusion and Future Work: The project shows that machine learning models can accurately predict vehicle emissions to aid 

sustainable decision-making. Potential future enhancements include augmenting the dataset with actual time-series emissions 

data, combining deep learning algorithms, and creating an easy-to-use interactive platform for consumer the model also includes 

a cost-benefit analysis comparing material and labor costs with traditional construction methods. 

 

V.EXISTING SYSTEM 

The existing method of assessing vehicle emissions is mainly based on regulatory requirements, laboratory testing, and 

simple statistical analysis. Emission standards are established and controlled laboratory testing, including the New European 

Driving Cycle (NEDC) and Worldwide Harmonized Light Vehicles Test Procedure (WLTP), are conducted by government 

bodies like the Environmental Protection Agency (EPA) and the European Environment Agency (EEA). Though such tests are 

useful for establishing standards, they usually do not capture actual driving conditions, resulting in differences between laboratory 

emission ratings and real-world vehicle performance. In addition, fuel economy and CO₂ rating databases enable consumers to 

compare cars using manufacturer-provided data. Again, the databases are based on standardized tests that do not consider driver 

behavior, road conditions, and vehicle load, hence not as effective in actual decision making. The other significant limitation of 

the current system is the use of manual data analysis and conventional statistical techniques. The current methods do not support 

predictive modeling, which makes it impossible for consumers and policymakers to make accurate projections of emissions using 

various usage patterns. Consequently, car buyers can find it difficult to select green options, while regulators can be challenged 

to develop effective emission reduction policies. In addition, emission ratings are updated slowly because data collection and 

testing are done manually. The absence of a dynamic, real-time system makes it difficult to monitor and minimize transportation-

based carbon footprints effectively. With these limitations in mind, there is an obvious need for a more sophisticated, data-driven 

strategy that utilizes machine learning to predict and categorize vehicle emissions with greater accuracy. This would allow 

consumers to make informed decisions and assist policymakers in implementing more efficient sustainability measures to address 
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climate change. 

 

 

VI.PROPOSED SYSTEM 

To overcome the shortcomings of current vehicle emission assessment techniques, this project proposes a machine learning 

technique that effectively predicts and categorizes vehicle CO₂ emissions. In contrast with traditional regulatory tests that are not 

always indicative of actual road conditions, this system uses data science and complex machine learning algorithms, in particular 

the Random Forest Classifier and Decision Tree Classifier, to examine vehicle emissions in terms of important parameters like 

fuel consumption, engine capacity, and CO₂ emissions per kilometer. Using a vast dataset of real-world vehicle performance 

data, this system provides a more precise and dynamic assessment of emissions. The machine learning algorithms are trained on 

the dataset, which allows them to classify vehicles into various emission categories with high accuracy. The Random Forest 

Classifier has 99% accuracy on the test dataset, and the Decision Tree Classifier has 98% accuracy, which makes them extremely 

reliable tools for predicting emissions. One of the strengths of this system is that it is automated and scalable. Compared to 

conventional means of using manually gathered data and delayed updates, this method offers continuous improvement when 

fresh data appears. The models can be trained periodically to keep prediction accuracy in check, thus making the system remain 

current and useful. As well, this initiative suggests the construction of a CO₂ Emission Rating System for comparing and 

contrasting various car models on the environmental footprint. Consumers and policymakers could utilize this straightforward 

platform to check and compare each car model regarding its environmental load. This mechanism can be either installed as an 

online application or merged into contemporary automobile databases such that users get informed and ecological decisions 

while they buy cars. By integrating machine learning, data-driven insights, and real world vehicle data, this system proposed 

provides a robust means for lowering CO₂ emissions, encouraging environmentally friendly transport options, and assisting in 

global climate change efforts. 

 

 
 

VII.RESULT 
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VIII.CONCLUSION 

The project "CO2 Emission Rating by Vehicles Using Data Science" was able to successfully prove the viability of machine 

learning in solving environmental issues, more particularly in rating and forecasting car emissions. Using Random Forest 

Classifier and Decision Tree Classifier, the system was able to achieve impressively high accuracy, which can make it a good 

tool in determining the environmental footprint of various car models. This project is very important in the propagation of green 

and sustainable transport since it offers worthwhile information for the consumer, the manufacturer, and the policymaker. With 

the capacity to rank cars according to their level of CO2 emission, this project facilitates intelligent choice that can result in the 

use of cleaner technology and lower carbon footprints. In addition, this research identifies the larger significance of data science 

and artificial intelligence in addressing the world's most urgent problems. With data-driven solutions, one can develop usable 

solutions that assist in mitigating climate change. In the future, the inclusion of real-time data sources and increasing the dataset 

to incorporate upcoming vehicle technologies, like electric and hybrid vehicles, can improve the effectiveness of the model even 

more. 
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